Abstract

Aim/purpose – This paper analyzes the role of Benford’s law in the detection of earnings management in Poland. Previous research that uses Benford’s law does not split the sample into a fraud and a control group; however, this method is used in logistic regression and data mining analysis.

Design/methodology/approach – The sample comprises 126 observations of Polish non-financial companies listed on the Warsaw Stock Exchange for the years 2010-2021. The author uses first, second, and first-two digits analysis as a proxy for earnings management detection.

Findings – The results indicate that fraudulent companies have different deviations in the digits than control firms. Accordingly, the statistical test results indicate that control companies have weaker conformity with the Benford distribution than fraudulent companies.

Research implications/limitations – The study sample is limited to 126 observations, which is due to the small number of listed firms that received a monetary fine from the Polish Financial Supervision Authority (UKNF Board) for violation of IAS/IFRS principles related to their financial statements during the study period.

Originality/value/contribution – The author offers a significant contribution to the accounting literature by proposing the separation of fraudulent and control observations in Benford analysis due to differences in the deviations of digits. Also, analyzing the full sample may lead to the identification of inappropriate areas for further auditor analysis.

Keywords: earnings management, digital analysis, Polish companies.

JEL Classification: C46, M40, M42.
1. Introduction

There is increasing concern in financial markets regarding the quality of the financial statements issued by public companies. As companies become larger, their financial statements become more complex, and as a consequence, fraud detection becomes more difficult and more expensive. Proactive access restrictions and post facto forensic accounting procedures are widely employed to protect enterprises from losses. However, audits usually focus only on the areas that are more exposed to risk, and this may contribute to fraud.

The manipulation of financial data leads to the falsification of financial statements. This manipulation adversely affects the economic decisions of external users of financial statements. That is why the detection of earnings manipulation is important. Detection of fraud in financial statements requires more advanced procedures than just standard audit procedures (Asllani & Naco, 2014).

Auditors often use Benford analysis (Durtschi et al., 2004; Morales et al., 2022; Nigrini, 2022) to identify irregularities in large datasets. Benford’s law is perhaps the simplest and most commonly known but still effective test. The Benford distribution is a logarithmic distribution that decays as the number of digits increases. Benford analysis is used to investigate financial data irregularities and test the data for conformance with the distribution. The comparison between the observed and expected probability can indicate the occurrence of fraud and errors when significant deviations are detected. Authors who have used Benford’s law (Mataković, 2019; Nigrini, 2005; Zdraveski & Janeska, 2021) have shown that the distribution of first digits in financial reports complies with the law in most cases. However, if there is a falsification of financial statements, then the distribution of the first digits changes. As a result, the likelihood of falsification of financial statements can be verified statistically, and, at least theoretically, the reliability of a specific financial report can be quantified.

This article explores the potential of Benford’s law in the detection of earnings management in Poland. Previous research that used Benford’s law did not split the sample into a fraud and a control group; however, this method is used in logistic regression and data mining analysis. Digital analysis can assist auditors in identifying cases in which fraud might occur so that they can analyze data more accurately. The analysis is based on a sample of 63 observations of public companies listed on the Warsaw Stock Exchange (WSE) that were involved, according to the Polish Financial Supervision Authority (UKNF Board), in alleged instances of earnings management over the period of 2010-2021. Each
A fraudulent company was matched with a control firm based on firm size, financial year, and industry. The hypothesis of the study is as follows:

H1: There are differences between the distributions of the first, second, and first two digits of figures reported in the financial statements of fraudulent and control companies.

This study contributes to the literature on the detection of financial statement fraud and Benford’s law in several ways. First, the division of the sample into a fraud and a control group is used in traditional methods to detect earnings management, such as logistic regression or data mining methods, but is omitted in studies using only Benford’s law. Second, the results show that fraudulent and control firms have other identified differences in digit distribution compared to the full sample. Other differences from Benford’s law for the fraudulent and control samples indicate that the auditor should check different values that may be manipulated by the company, rather than the values obtained for the full sample. Third, the results of the statistical tests for the fraudulent companies show closer conformity with the Benford distribution than the control companies. This may indicate that the fraudulent companies are more careful about complying with Benford’s law, so as not to signal that additional tests are needed. Finally, the results for individual elements of the financial statements indicate that closer conformity in all elements applies to fraudulent companies.

The rest of this paper is organized as follows. Section 2 contains the literature review. Section 3 describes the research methodology used in the analysis. Section 4 presents the results of the analysis. Section 5 discusses the relevance of the research findings and Section 6 provides the conclusion of the study.

2. Literature review

Benford (1938) was convinced that more numbers have small leading digits than have large leading digits. Empirical studies led Benford to propose that, in many real-world applications, the first digits \(D_1\), the second digits \(D_2\), and the first two digits \(D_3\) follow the probability distribution below:

\[
P(D_1 = d_i) = \log\left(1 + \frac{1}{d_i}\right), \text{ for } (d_i = 1, 2,\ldots,9)
\]

\[
P(D_2 = d_i) = \sum_{j=1}^{9} \log\left(1 + \frac{1}{10^j + d_i}\right), \text{ for } (d_i = 0, 1,\ldots,9)
\]

\[
P(D_3 = d_i) = \log\left(1 + \frac{1}{d_i}\right), \text{ for } (d_i = 10, 11, 12,\ldots,99)
\]
Diaconis and Freedman (1979) showed that Benford manipulated rounding errors to obtain a better fit for the logarithmic law. However, Hill (1995) found that digits distribution is logarithmic. For this reason, Benford’s law is very popular and has given rise to much different research (Berger & Hill, 2015).

Prior studies have investigated whether financial accounting data follow Benford’s law. Carslaw (1988) examined the frequency of occurrence of the second digit of the profit in a sample of New Zealand firms. The author found that there are significantly more 0s and fewer 9s than expected. Carslaw (1988) explained that this result is because managers tend to round up the firm’s profit to improve its situation.

Nigrini (1994) demonstrated that Benford’s law could be used in fraud detection. The author showed that the first two digits of payroll data can be considered as numbers that reveal fraud and deceit when they deviate significantly from Benford’s law. Nigrini (1996) also used the first and second-digit tests to detect tax evasion. Low-income taxpayers were more likely to fabricate numbers on their tax returns. In similar research, Nigrini and Mittermaier (1997) and Nigrini (2000) showed that digital frequencies are well suited to identifying manipulation in financial statements. Nigrini (2005) also used Benford’s law to identify wide-scale earnings management in the period around the Enron crisis. Saville (2006) showed that South African companies’ income statement data fail Benford’s law for all fraud observations.

Durtschi et al. (2004) explained that digital analysis is performed on transaction-level data rather than aggregate or combined data, so it can assist auditors in identifying potential fraud in financial data. Hales et al. (2008) claimed that Benford’s law is a cost-effective and easily applicable method compared with methods such as statistical sampling. Furthermore, Benford’s law is considered, along with other techniques, to be orientated toward the detection of earnings management. In some studies, authors have used various values of net financial results in digital analyses to detect financial fraud (Özevin et al., 2020; Skousen et al., 2004; Žgela & Dobša, 2011). Other researchers have used other variables, such as net sales (Bader & Saleh, 2017; Özarı & Ocak, 2013), receivables (Máté et al. 2017), inventory (Tilden & Janes, 2012), allowance for doubt (Tilden & Janes, 2012), earnings per share (Kumar et al., 2018; Roxas, 2011) and total assets (Istrate, 2019; Jordan et al., 2009), to detect deviations of digits distributions from selected positions according to Benford’s law. In contrast, some studies (Amiram et al., 2015; Baryła, 2017; Saville, 2006) used all positions of financial statements. Digital analysis does not prove the existence of fraud but indicates the need for further investigation of the company’s financial information.
3. Research methodology

A company was identified as an instance of alleged earnings management when it had received a monetary fine from the UKNF Board in the context of compliance with International Accounting Standards (IAS) or International Financial Reporting Standards (IFRS) principles. The sample included 63 observations of public companies listed on the WSE involved in alleged instances of earnings management during the period of 2010-2021. In over 25% of cases, the UKNF has fined the company for failing to provide liquidity risk disclosures and for the lack of analysis of the maturity dates of financial assets held for liquidity risk management related to IFRS 7. In approximately 20% of cases, the UKNF has fined a company for not including all subsidiaries of the parent in consolidated financial statements under IAS 27 or for the lack of assessment of an entity’s ability to continue as a going concern under IAS 1. In more than 10% of cases, the fines were related to failure to disclose merger amounts under IFRS 3 or failure to provide objective evidence of assets impairment under IAS 39. However, based on the independent auditor’s reports of the financial statements, in more than 30% of cases, there were raised objections to the assumption of going concern.

The 63 fraudulent observations were matched with 63 control observations. Matched pairs of samples were used, whereby each company was matched with a corresponding control firm based on:

- Firm size, where a non-fraudulent firm was considered similar if total assets were within +/-30% of the total assets of the fraudulent firm in the fraud year.
- Financial year, where annual reports for non-fraudulent firms were available for the same year as for the fraudulent firm.
- Industry, where firms were reviewed to identify a non-fraudulent firm within the same three-digit Standard Industrial Classification (SIC) as the fraudulent firm. If no match was found, two-digit codes were used.

The financial data expressed in monetary units were collected from the annual financial statements of public companies. The analysis included all data from the four basic elements of financial statements: Balance Sheet, Statement of Income, Statement of Cash Flow, and Statement of Changes in Equity. The initial sample included 15 120 records for fraudulent companies and 14 618 records for non-fraudulent companies. Furthermore, additional observations for which the records showed smaller amounts than 10.00 were excluded because
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these numbers are usually immaterial from an auditing perspective. This resulted in a total sample of 14,863 records for fraudulent companies and 14,366 records for non-fraudulent companies. This means that for each fraud observation, there were 236 average financial positions per year and for each control observation, there were 228 average financial positions per year.

Comparing actual data with the expected Benford’s law numbers involves testing the first, second, and first two digits. The first-digit test is an initial test of reasonableness, while the second and first-two digits tests are more effective tests of deviation from Benford’s law to identify potential manipulation (Alali & Romero, 2013). The critical values of ranges for the first, second, and first two digits were developed by Drake and Nigrini (2000) and next updated by Nigrini (2020). The existing literature suggests many methods of testing the conformity of digits. However, the three tests often used are the mean absolute deviation (MAD) test (Johnson, 2009; Máté et al., 2017; Nigrini, 2020), the Kolmogorov–Smirnov (KS) test (Amiram et al., 2015; Miller & Nigrini, 2008; Nigrini, 2015), and Z-statistics (Guan et al., 2008; Mataković, 2019; Tilden & Janes, 2012).

The MAD test is independent of the sample size. The formula is calculated as follows:

$$MAD = \frac{1}{n} \sum_{i=1}^{9} |AP - EP|$$

where $n$ is the number of digits, $AP$ is the actual proportion and $EP$ is the expected proportion.

Nigrini (2020) used the MAD test to classify the dataset conformity with Benford’s law as one of four types of results: close conformity, acceptable conformity, marginally acceptable conformity, and nonconformity. The critical value and ranges are presented in Table 1.

Table 1. The critical values and conclusions for various MAD values

<table>
<thead>
<tr>
<th>Conformity range</th>
<th>First digits</th>
<th>Second digits</th>
<th>First two digits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close</td>
<td>0.000-0.006</td>
<td>0.000-0.008</td>
<td>0.0000-0.0012</td>
</tr>
<tr>
<td>Acceptable</td>
<td>0.006-0.012</td>
<td>0.008-0.010</td>
<td>0.0012-0.0018</td>
</tr>
<tr>
<td>Marginally acceptable</td>
<td>0.012-0.015</td>
<td>0.010-0.012</td>
<td>0.0018-0.0022</td>
</tr>
<tr>
<td>Nonconformity</td>
<td>Above 0.015</td>
<td>Above 0.012</td>
<td>Above 0.0022</td>
</tr>
</tbody>
</table>

Source: Nigrini (2020).
However, Özevin et al. (2020) proposed the Benford Digit Score (BDS). The BDS means taking the average of the MAD values calculated for the three-digit values: the first, second, and first two digits.

\[
BDS = \text{average} \left( \frac{MAD \text{ for first digit}, \text{MAD for second digit}, \text{MAD for first two digits}}{} \right)
\] (5)

Özevin et al. (2020) suggested BDS conformity criteria for “close” and “acceptable” of 0.0000-0.0095 and 0.0095-0.0157, respectively. A BDS value above 0.0157 is considered to indicate nonconformity.

Kossovsky (2014) proposed using a Sum of Squared Deviations (SSD), which is an empirically-based whole-test measure that simply takes the sum of the squares of the deviation of each digit’s frequency from Benford’s law frequency. Specifically, this is given by:

\[
SSD = \sum_{i=1}^{n}(AP_i - EP_i)^2 * 10^4
\] (6)

The critical value and ranges for the SSD test proposed by Kossovsky (2014) are presented in Table 2.

<table>
<thead>
<tr>
<th>Conformity range</th>
<th>First digits</th>
<th>Second digits</th>
<th>First two digits</th>
</tr>
</thead>
<tbody>
<tr>
<td>Close</td>
<td>0-2</td>
<td>0-2</td>
<td>0-2</td>
</tr>
<tr>
<td>Acceptable</td>
<td>2-25</td>
<td>2-10</td>
<td>2-10</td>
</tr>
<tr>
<td>Marginally acceptable</td>
<td>25-100</td>
<td>10-50</td>
<td>10-50</td>
</tr>
<tr>
<td>Nonconformity</td>
<td>Above 100</td>
<td>Above 50</td>
<td>Above 50</td>
</tr>
</tbody>
</table>

Source: Kossovsky (2014).

Barney and Schulzke (2016) proposed replacing MAD with excess MAD for the first two digits test, which explicitly adjusts for sample size in estimating deviation from Benford’s law. The excess MAD is the difference between MAD and expected MAD (E(MAD)) values and represents the portion of the observed MAD above that is attributable to chance alone. The formula for E(MAD) is calculated as follows:

\[
E(MAD) = \sum_{k=10}^{99} \sum_{j=0}^{N} \binom{N}{j} (p_k)^j (1 - p_k)^{N-j} \frac{|(j/N) - p_k|}{90} \] (7)

where \( p_k = \log_{10}(1 + \frac{1}{k}) \) and for \( k = 10, 11, 12, \ldots, 99 \). If the sample size is larger than 500, then E(MAD) is approximated by:

\[
E(MAD) \approx \frac{1}{\sqrt{158.8N}} \] (8)
If excess MAD is less than zero, then there is evidence of conformity. However, if excess MAD is greater than zero, then it is a measure of nonconformity.

The KS test is a nonparametric statistical test that uses a maximum deviation of digits from Benford’s law. The deviations in the KS test are defined as absolute cumulative differences between the observed and expected probabilities of the digits. In the KS test, the null hypothesis assumes that the data follow the specified distribution, and the alternative hypothesis assumes that the data do not follow the required distribution. The formula for the KS statistic is calculated as follows:

\[ KS = \max |F(AP_i - EP_i)| \]  \hspace{1cm} (9)

where \( F(.) \) stands for cumulative relative frequencies.

For the KS test, a value of 1.36 at the 5% significance level is often used to calculate the test critical value, but the function must have a normal distribution (Davis & Stephens, 1989). Benford’s distribution is discrete; therefore, a value will be equal to 1.148 (Morrow, 2014). The critical value of the KS statistic to test whether a dataset conforms to Benford’s law is calculated as follows:

\[ \frac{1.148}{\sqrt{N}} \]  \hspace{1cm} (10)

However, the KS test has one major disadvantage that the result can be very sensitive to sample size. In this case, the KS test becomes sensitive because the test value is calculated based on the total number of digits. Therefore, a modified KS test, the Kuiper test (Kuiper, 1960), can be used because it ignores the sample size. It is based on the following formula:

\[ V = (D_+ + D_-) \times (\sqrt{N} + 0.155 + 0.24 \times \sqrt{N}) \]  \hspace{1cm} (11)

where \( D_+ = \max[F(AP_i) - F(EP_i)] \) and \( D_- = \max[F(EP_i) - F(AP_i)] \).

The discrepancy statistics \( D_+ \) and \( D_- \) characterize the absolute sizes of the differences between the two distributions being compared: the absolute and the observed distribution.

For the Kuiper test, a critical value of 1.747 at the 5% significance level is often used to indicate whether a dataset follows Benford’s law, but the function must have a normal distribution (Davis & Stephens, 1989). Benford’s distribution is discrete, so the critical value will be equal to 1.321 (Morrow, 2014).

Some authors (Kossovsky, 2021; Tam Cho & Gaines, 2007; Tsagbey et al., 2017) oppose using statistical tests to assess compliance of data conformity with Benford’s distribution due to their excess power in the large datasets. In these
cases, Miller and Nigrini (2008) proposed further advanced tests for large datasets to clarify (non)conformity. In the analysis, the researchers also included the Z-statistic test, which is used to determine whether the actual proportion for a specific digit combination differs significantly from the expectation of Benford’s distribution. The Z-statistic formula is calculated as follows:

\[
Z = \frac{|AP - EP| - \frac{1}{2N}}{EP \cdot (1 - EP) / N}
\]  

where \(N\) is sample size. The \((1/2N)\) term is only used when the sample is smaller than the first term in the numerator. The calculated value of the Z-statistic is compared at a certain significance level; that is, at the 5% level, \(Z\) is equal to 1.96.

In addition to the indicated tests, the Pearson chi-square statistic (Alali & Romero, 2013; Nigrini, 2020) and the Euclidean distance (Máté et al., 2017; Tam Cho & Gaines, 2007) are also often used for Benford’s law compliance analysis. The Pearson chi-squared statistic is used to compare the actual sample results with the expected set of results. The Euclidean distance test compares the distance between the observed distribution and Benford's distribution. The formula for the Pearson chi-square statistic and the Euclidean distance are calculated as follows:

\[
Chi - square = \sum_{i=1}^{n} \frac{(AP - EP)^2}{EP}
\]

\[
Euclidean distance = \sqrt{\sum_{i=1}^{n} (AP - EP)^2}
\]

The results of the selected statistical tests should be interpreted carefully since deviations from Benford’s law distribution do not always indicate fraud in financial statements.

4. Empirical results

4.1. Research findings for the full sample

First, the full sample is tested for compliance with Benford’s law without splitting it into control and fraud subsamples, as depicted in Figure 1. This allows the difference between the fraudulent and control firms to be shown in further analysis.
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Figure 1. Distribution of the first, second, and first two digits in the full sample

Note: The theoretical values of Benford’s law distribution for digits are the column values, and the actual distributions for the samples are indicated by the red points’ values.

Source: Author’s own estimation.

The results of the Benford analysis showed that 1s occurred more frequently than expected in the full sample, and there were too few 7s, 8s, and 9s (at the 10% significance level). These results indicated that companies could increase the value of their financial positions when the values were close to the 1s. Among the second digits, there were too few 9s and too many 1s, which could indicate that there were rounded-up multiples of 10. Also, the Z-statistics were exceeded more frequently for the first two digits ending in 9s, which is related to the second-digit distribution.

Table 3. MAD, SSD, BDS, Kolmogorov–Smirnov, and Kuiper test results for the full sample

<table>
<thead>
<tr>
<th>Digits</th>
<th>MAD</th>
<th>SSD</th>
<th>BDS</th>
<th>Kolmogorov–Smirnov</th>
<th>Kuiper</th>
</tr>
</thead>
<tbody>
<tr>
<td>First</td>
<td>0.0047***</td>
<td>2.445**</td>
<td></td>
<td>1.5689</td>
<td>2.328</td>
</tr>
<tr>
<td>Second</td>
<td>0.0041***</td>
<td>2.472**</td>
<td>0.0031***</td>
<td>1.2224*</td>
<td>2.434</td>
</tr>
<tr>
<td>First two</td>
<td>0.0010***</td>
<td>1.459***</td>
<td></td>
<td>1.8702</td>
<td>2.865</td>
</tr>
</tbody>
</table>


Source: Author’s own estimation.
The results of diagnostic tests for the full sample are shown in Table 3. The results of the MAD and BDS tests show that the data have close conformity to Benford’s distribution. However, the SSD test indicates that for the first and second digits, the data show acceptable conformity with Benford’s law. However, the results from the KS and Kuiper tests demonstrate that the data do not follow Benford’s distribution.

4.2. Research findings for fraud and control samples

Next, the sample was split into fraud and control subsamples for an analysis of the distribution of the digits, as depicted in Figure 2.

**Figure 2.** Distribution of first digits in fraud and control samples

Note: The theoretical values of Benford’s law distribution for digits are the column values, and the actual distributions for the samples are indicated by the red points’ values.

Source: Author’s own estimation.

Benford’s analysis of the first digits indicates that 5s occur more frequently than expected and 7s occur less frequently in the fraud and control samples, but also for the control firms, 1s, and 9s occurred more frequently and 3s less frequently than expected, while for the fraudulent firms, 8s occurred less frequently than expected. The results also show that the distribution of the digits across the full sample was more influenced by the control firms’ data than by the fraudulent firms’ data.
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**Figure 3.** Distribution of seconds digits in fraud and control samples

![Distribution of seconds digits in fraud and control samples](image)

Note: The theoretical values of Benford’s law distribution for digits are the column values, and the actual distributions for the samples are indicated by the red points’ values.

Source: Author’s own estimation.

As shown in Figure 3, among the second digits, there were too many 0s and too few 1s for the fraudulent firms. This result could indicate that there were rounded-up multiples of 10. For control firms, the Z-statistic values were significant for five digits, with fewer 1s and 4s than expected, in particular, and more 2s and 5s than expected. This can be caused by having too many numbers beginning with the larger digits due to having too few numbers beginning with the smaller digits. Also, the control firms’ data have more influence on the full sample results than the fraudulent firms’ data. However, after splitting the full sample into subsamples, the 3s follow the Benford distribution.

As shown in Figure 4, the Z-statistic value was exceeded by 22 digits for fraudulent firms and 25 digits for control firms. These results may indicate that there was no difference in the analysis of the distribution of the first two digits. However, the Z-statistic was exceeded more frequently for the first two digits ending in 9s for fraudulent firms, which is related to the second-digit distribution. Also, the fraudulent firms had more observations starting with 4 or 5 and fewer observations starting with 6 or 7, whereas the control firms had too many observations starting with 1 or 2 and too few observations starting with 3.
M. Sylwestrzak

**Figure 4.** Distribution of first two digits in fraud and control samples

![Distribution of first two digits in fraud and control samples](image)

Note: The theoretical values of Benford’s law distribution for digits are the column values, and the actual distributions for the samples are indicated by the red points’ values.

Source: Author’s own estimation.

**Table 4.** MAD, SSD, BDS, Kolmogorov–Smirnov, and Kuiper test results for fraud and control samples

<table>
<thead>
<tr>
<th>Digits</th>
<th>MAD</th>
<th>SSD</th>
<th>BDS</th>
<th>Kolmogorov–Smirnov</th>
<th>Kuiper</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fraudulent observations (N = 14,863)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0031***</td>
<td>1.723***</td>
<td></td>
<td>1.5859</td>
<td>3.937</td>
</tr>
<tr>
<td>Second</td>
<td>0.0043***</td>
<td>2.788**</td>
<td>0.0029***</td>
<td>1.0413**</td>
<td>2.584</td>
</tr>
<tr>
<td>First two</td>
<td>0.0010***</td>
<td>1.583***</td>
<td></td>
<td>1.8465</td>
<td>4.584</td>
</tr>
<tr>
<td><strong>Control observations (N = 14,366)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0055***</td>
<td>4.527**</td>
<td></td>
<td>1.5908</td>
<td>3.949</td>
</tr>
<tr>
<td>Second</td>
<td>0.0051***</td>
<td>3.771**</td>
<td>0.0040***</td>
<td>0.9269***</td>
<td>2.301</td>
</tr>
<tr>
<td>First two</td>
<td>0.0013***</td>
<td>3.668**</td>
<td></td>
<td>2.6072</td>
<td>6.473</td>
</tr>
</tbody>
</table>


Source: Author’s own estimation.

The results of diagnostic tests for fraudulent and control observations are shown in Table 4. The results of the MAD and BDS tests show that the fraud and control samples have close conformity with Benford’s distribution for the first and second digits. The main difference is in the first two digits results, where the control sample has acceptable conformity while the fraud sample has close conformity. This is not evident in Figure 4, where the fraud and control
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Also, the MAD and BDS test results diverge less for the fraud sample than for the control and full samples, which suggests that the fraudulent firms show fewer deviations from the Benford distribution compared to the control firms. However, the results of the SSD test indicate that control firms have only acceptable conformity, while fraudulent companies have close conformity with Benford’s law. Nevertheless, the results from the KS and Kuiper tests show that the data do not follow Benford’s distribution, which indicates that these data are not suitable for applying Benford’s law. Only for the second digits do the fraud and control sample data follow Benford’s distribution.

5. Discussion

Earnings management is a global phenomenon that researchers are trying to detect using various techniques. Benford’s law establishes that the frequencies of the appearance of digits in a number are fixed in a multitude of cases. The previous works show that Benford’s law could be applied as a statistical audit tool to determine fraud and manipulations.

The results of this study show the close conformity of the full sample data for the first, second, and first two digits with Benford’s distribution. The analyzed data satisfy the MAD, SSD, and BDS tests, indicating that it is appropriate to apply Benford’s law. However, the results of the KS and Kuiper tests indicate that the data do not follow Benford’s distribution. Also, the Z-statistic indicates deviations from Benford’s law for specific digits: 5s and 9s for the second digits and 49s and 99s for the first two digits (Nigrini, 2017). The main findings show an inadequate distribution of financial numbers for the analyzed Polish companies. In addition, the BSD test has been adapted for the Turkish market; hence its effectiveness should be tested on other markets, and the necessary calibrations should be made. The application of tests to an observed accounting dataset cannot be considered to be conclusive, but it is one of several investigation tools that need to be utilized in detecting data errors (Kumar & Bhattacharya, 2007).

Similar results were obtained for the MAD, SSD, and BDS tests after splitting the sample into fraudulent and control companies. However, lower scores were obtained for fraudulent companies. Also, the Z-statistics indicated various digit deviations for the fraudulent and control companies. The Z-statistic value indicated more deviations in the distribution of digits for the control companies, and they were different from the fraud group. Nevertheless, the fraudulent companies’ Z-statistics for 49s and 99s for the first two digits are below their critical
values, and the Z-statistics for 0s and 5s for the second digits are above their critical values. This indicates that these values are important for the auditors, as they can reveal manipulation of data in the financial statements. Therefore, the results of previous research that did not distinguish between fraudulent and control firms may not have identified suitable areas for auditor analysis. KS and Kuiper’s tests were used to check the actual proportions of the first, second, and first two digits in fraud and control samples and to determine whether they differ from Benford’s law distribution. The tests show that, at a significance level of 5%, the discrepancy from Benford’s law distributions does not exist for the financial statements of fraudulent and control companies. Based on the results achieved, the hypothesis was confirmed.

Additional tests were also performed for the four basic elements of financial statements (Tables 5 and 6).

**Table 5.** MAD, SSD, BDS, Kolmogorov–Smirnov, and Kuiper test results for basic elements of financial statements for fraud sample

<table>
<thead>
<tr>
<th>Digits</th>
<th>MAD</th>
<th>SSD</th>
<th>BDS</th>
<th>Kolmogorov–Smirnov</th>
<th>Kuiper</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Balance sheet (N = 4,912)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0059***</td>
<td>6.762**</td>
<td>0.0047***</td>
<td>1.2033*</td>
<td>1.898</td>
</tr>
<tr>
<td>Second</td>
<td>0.0066***</td>
<td>6.270**</td>
<td>1.5385</td>
<td>2.498</td>
<td></td>
</tr>
<tr>
<td>First two</td>
<td>0.0017**</td>
<td>4.667**</td>
<td>1.2891*</td>
<td>2.382</td>
<td></td>
</tr>
<tr>
<td><strong>Statement of income (N = 2,471)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0048***</td>
<td>3.057**</td>
<td>1.0700**</td>
<td>1.330*</td>
<td></td>
</tr>
<tr>
<td>Second</td>
<td>0.0054***</td>
<td>4.717**</td>
<td>0.8479***</td>
<td>1.555*</td>
<td></td>
</tr>
<tr>
<td>First two</td>
<td>0.0018*</td>
<td>6.092**</td>
<td>1.3460*</td>
<td>2.180</td>
<td></td>
</tr>
<tr>
<td><strong>Statement of cash flow (N = 4,138)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0059***</td>
<td>4.723**</td>
<td>1.5704</td>
<td>1.951</td>
<td></td>
</tr>
<tr>
<td>Second</td>
<td>0.0045***</td>
<td>3.198**</td>
<td>0.3940***</td>
<td>0.868***</td>
<td></td>
</tr>
<tr>
<td>First two</td>
<td>0.0016**</td>
<td>3.789**</td>
<td>1.7251</td>
<td>2.178</td>
<td></td>
</tr>
<tr>
<td><strong>Statement of changes in equity (N = 3,342)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0057***</td>
<td>3.799**</td>
<td>0.5134***</td>
<td>1.134***</td>
<td></td>
</tr>
<tr>
<td>Second</td>
<td>0.0097**</td>
<td>13.277*</td>
<td>1.2338*</td>
<td>2.630</td>
<td></td>
</tr>
<tr>
<td>First two</td>
<td>0.0024</td>
<td>8.935**</td>
<td>0.6378***</td>
<td>1.311**</td>
<td></td>
</tr>
</tbody>
</table>


Source: Author’s own estimation.
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Table 6. MAD, SSD, BDS, Kolmogorov–Smirnov, and Kuiper test results for basic elements of financial statements for control sample

<table>
<thead>
<tr>
<th>Digits</th>
<th>MAD</th>
<th>SSD</th>
<th>BDS</th>
<th>Kolmogorov–Smirnov</th>
<th>Kuiper</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balance sheet (N = 4,739)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0069**</td>
<td>7.209**</td>
<td>0.0050***</td>
<td>1.2336*</td>
<td>1.824</td>
</tr>
<tr>
<td>Second</td>
<td>0.0063***</td>
<td>5.994**</td>
<td>1.0458**</td>
<td>2.326</td>
<td></td>
</tr>
<tr>
<td>First two</td>
<td>0.0017**</td>
<td>4.996**</td>
<td>1.6043</td>
<td>2.347</td>
<td></td>
</tr>
<tr>
<td>Statement of income (N = 2,589)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0089***</td>
<td>9.788**</td>
<td>1.4864</td>
<td>2.303</td>
<td></td>
</tr>
<tr>
<td>Second</td>
<td>0.0067***</td>
<td>6.533**</td>
<td>1.1253**</td>
<td>1.718</td>
<td></td>
</tr>
<tr>
<td>First two</td>
<td>0.0020*</td>
<td>6.212**</td>
<td>1.6745</td>
<td>2.675</td>
<td></td>
</tr>
<tr>
<td>Statement of cash flow (N = 3,980)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0056***</td>
<td>4.444**</td>
<td>1.4576</td>
<td>1.811</td>
<td></td>
</tr>
<tr>
<td>Second</td>
<td>0.0065***</td>
<td>6.282**</td>
<td>0.7654***</td>
<td>1.782</td>
<td></td>
</tr>
<tr>
<td>First two</td>
<td>0.0017**</td>
<td>4.646**</td>
<td>1.5939</td>
<td>2.470</td>
<td></td>
</tr>
<tr>
<td>Statement of changes in equity (N = 3,058)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First</td>
<td>0.0124*</td>
<td>18.441*</td>
<td>1.5726</td>
<td>2.661</td>
<td></td>
</tr>
<tr>
<td>Second</td>
<td>0.0093***</td>
<td>15.377*</td>
<td>1.5470</td>
<td>3.007</td>
<td></td>
</tr>
<tr>
<td>First two</td>
<td>0.0030</td>
<td>20.618*</td>
<td>2.6042</td>
<td>4.231</td>
<td></td>
</tr>
</tbody>
</table>


Source: Author’s own estimation.

The MAD test shows close conformity with Benford’s law for the first and second digits and acceptable conformity for the first two digits for fraudulent companies, while for control companies, there was usually acceptable conformity for each element of the financial statement. Moreover, the SSD test for the Statement of Changes in Equity indicated acceptable conformity for fraudulent companies and only marginally acceptable conformity for control companies. Also, the KS test showed that only the Statement of Cash Flow data did not follow Benford’s law for the fraud sample, while for the control sample, only the balance sheet data followed Benford’s law. However, the Kuiper test also indicated nonconformity with Benford’s distribution of balance sheet data for the fraud sample and all elements of financial statements for the control sample.

The results indicate that fraudulent companies pay more attention to the manipulation of financial data so that it is not easy for auditors to detect them, while the control companies have no reason to embellish the real data to conform with the Benford distribution.
6. Conclusions

This paper demonstrates the use of Benford’s law to study the effectiveness of the detection of data manipulations. The assumed research hypothesis was verified. The hypothesis confirmed that there are differences in distributions of digits of figures reported in the financial statements of fraudulent and control observations.

The study contributes significantly to the new findings by demonstrating that the distribution of the digits between control and fraud companies can make a significant difference. The Z statistics often show other digits for samples whose frequencies deviate from Benford’s law. Furthermore, statistical test results showed that fraud companies tend to have higher conformity with Benford’s law than control companies and the full sample. The additional analysis performed on the four basic elements of financial statements revealed significant differences under Benford’s law for control and fraud companies. Again, the data of the fraudulent companies showed much better compliance with Benford’s law than the control companies. The study makes a significant theoretical and methodological contribution to the development of the literature on the detection of financial statement fraud using Benford’s law. The previous studies have used Benford’s law to analyze samples based on the selected positions of the financial statements of all companies, while earnings management detection studies divide the sample for fraud and control groups. The performing analyses in the distribution of the digits based on the mean results for all companies may lead to the exclusion of fraudulent companies from further verification, as their results are closer to the Benford distribution. These results have crucial implications for practice. The digits tests should be performed based on the mean values of the two types of companies: manipulators and non-manipulators. Otherwise, based on the average value of all companies, it will be much more difficult to detect manipulation of earnings management.

The findings should be considered in light of the following limitations. The study included only 63 control observations, which are the result of an analysis of the empirical literature, where one to three non-manipulators companies are typically selected for the sample. Therefore, the findings may be only applicable to the limited sample, so the analysis should be extended to all public companies during the research period. Including all public companies in the study will better determine the value of the Benford distribution conformity for the Polish market and provide a benchmark for the auditor’s research.
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